PHYSICAL REVIEW B 82, 104114 (2010)

Competition between photoexcitation and relaxation in spin-crossover complexes
in the frame of a mechanoelastic model

Cristian Enachescu,!* Laurentiu Stoleriu,! Alexandru Stancu,' and Andreas Hauser?
'Department of Physics, Alexandru loan Cuza University, lasi, Romania, EU
2Département de Chimie Physique, Université de Geneve, Geneva, Switzerland
(Received 19 May 2010; revised manuscript received 14 August 2010; published 21 September 2010)

In this paper we use a recently proposed elastic model in order to study the competition between linear
photoexcitation and cooperative relaxation in spin-crossover molecular magnets. The difference in molecular
size between the two possible spin states, that is, the high-spin and the low-spin states, respectively, induces
distortions of the crystal lattice. These determine the elastic interactions between molecules, treated here as
connecting springs that are either compressed or extended from their equilibrium length, thus modulating the
local probability for the high-spin— low-spin relaxation. The crossover of individual molecules within the
lattice is checked by a standard Monte Carlo procedure. Using very simple assumptions and a minimum
number of parameters, photoexcitation curves and hysteresis loops under continuous irradiation below the
thermal transition temperature can thus be simulated. The formation of clusters is analyzed and the presence of

inhomogeneities in the system is investigated.
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I. INTRODUCTION

The exponential advances of magnetic recording tech-
nologies, which we have witnessed over the last three de-
cades, have produced 1 TB memories' and opened the per-
spective of a further increase by an order of magnitude
within the next decade. However, the bit-patterned media,
which are the best magnetic candidates for such recording
densities, have exposed a number of technological problems
and limitations that are now intensely studied. Nevertheless,
genuine physical limits for the studied solutions seem to be
unavoidable, and consequently new materials and fresh ideas
have to be considered and need to be investigated.

Spin-crossover solids are a potential solution for the re-
cording media of the future, as they can be switched by a
range of physical perturbations such as variable temperature,
applied pressure, or electromagnetic radiation. In the last few
years, their study produced an avalanche of remarkable re-
sults including synthesis of spin crossover neat
nanoparticles? or of nanoparticles covered with a surfactant®
or chitosan,* the production of nanoscale films of a spin-
crossover polymer growing on a gold surface,>® and the
switching at room temperature in both directions within the
hysteresis loop.”8

Spin-crossover solids are molecular compounds belong-
ing to the class of molecular magnets and they are switchable
between two states in thermodynamic competition: the dia-
magnetic low-spin (LS) state and the paramagnetic high-spin
(HS) state, with different magnetic and optical properties,
unit-cell volumes and metal-ligand bond lengths. Both unit-
cell volume and bond length are considerably larger for the
HS state, resulting, in addition to the larger electronic degen-
eracy, also in a larger phonon density for this state. Thus, due
to thermodynamic considerations, the LS state is the stable
state at low temperatures, but it can be transformed to the
metastable HS state by irradiation with an appropriate
wavelength—the so-called light-induced excited spin-state
trapping (LIESST) effect.”!? If the light is switched off, the
HS state relaxes back to the stable LS state by the way of a
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nonradiative process. The competition between relaxation
and photoexcitation in the case of cooperative (highly inter-
acting) systems can result in light-induced hysteresis
behavior!! or light-induced thermal hysteresis (LITH) and
light-induced  optical  hysteresis under  continuous
irradiation.'> The evolution of the system is usually de-
scribed by the fraction of molecules in the HS state, denoted
here as nyg.

Basically, the different volumes of the molecules in the
two spin states are at the origin of the elastic stresses in the
crystalline network. These determine the cooperative effects
and thus the variation in the switching probability with the
HS fraction. This elastic interaction between the molecules is
usually modeled as a superposition of two components: a
short-range interaction, statistically distributed within the
sample, and a long-range interaction proportional to the av-
erage number of HS molecules per unit volume. While the
mean-field models cannot explain the behavior of spin-
crossover compounds with specific nearest-neighbor
interactions,'>!* Ising-type models considering both short-
and long-range interactions have satisfactorily reproduced
several of the more unusual features of cooperative
behavior.!>15-17 In the models based on the ball and spring
concept, the effective interactions not only depend on the
states of interacting molecules and on the HS fraction, but
they are directly influenced by the local elastic distortions
resulting from the molecular volume change during the tran-
sition. A first approximation implied the separation of distor-
tions in each one-dimensional direction.'®!° Recent models
have been developed in two-dimensional (2D) or three-
dimensional (3D) rectangular systems with periodical bound-
ary conditions, using molecular-dynamics® or standard
Monte Carlo Metropolis methods,?! but also in finite bidi-
mensional hexagonal lattices.?>?3

The study of light-induced effects in spin-crossover solids
has become increasingly relevant over the last few years be-
cause of their possible use as fully optical memory devices.?*
Experimental research has been conducted to determine the
quantum efficiency of the photoexcitation? or to investigate
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the switching time itself*® while models have been developed
to study various hysteresis types under light'* or threshold
phenomena under photoexcitation.?” In this paper we use the
simple but realistic mechanoelastic model®® to explain the
wide range of complex processes under irradiation in spin-
crossover compounds, including nonlinear photoexcitation
curves, bistability, hysteresis, and the behavior of nonhomog-
enous systems. We begin by presenting the key elements of
the model, in which a single spring constant describes both
of the above-mentioned interaction types. We then proceed to
a discussion of the results of the model, followed by a com-
parison with experiment and similar approaches in the litera-
ture.

II. MODEL

In the mechanoelastic model®® the spin-crossover units
(molecules) are represented as rigid spheres connected by
springs and are situated in a 2D hexagonal lattice.”>?* Be-
sides the fact that there are several spin-crossover complexes
showing hexagonal structures such as [Fe(bbtr),](ClO,],
(Refs. 28 and 29) and [Fe(dpa)(NCS),],bpym,* the hexago-
nal structure requires only one single spring constant and is
more stable than 2D rectangular lattices. For the latter, an
additional diagonal spring constant between the molecules
situated at the opposite corners had to be introduced in order
to ensure geometrical stability of the system.?021:27:31:32 Con-
sequently, the use of a hexagonal lattice keeps the number of
parameters needed to describe the system at a minimum.

Initially, all the molecules are considered to be in the
same state (either the LS or the HS state). In these limiting
situations and as long as no external forces act on them as a
result of an external pressure, all springs are considered un-
stressed. In a mixed system with a given HS fraction, the
individual springs are no longer unstressed. Depending upon
the state of a molecule and the states of its neighbors, springs
may be either compressed or extended and thus exert a non-
zero force or local pressure on this molecule. In a second
stage, we can apply an external pressure simulated by forces
acting on edge molecules and oriented in the direction of
missing springs (Fig. 1). All the springs are then compressed
and the same local forces from this pressure act on all mol-
ecules.

At any time, the probability for a given molecule to
switch from the HS to the LS state, Pj;s s, depends on the
temperature and on the forces acting on the molecule from
its neighbors, while under the assumption that the intersys-
tem crossing probabilities of LIESST do not depend upon the
HS fraction, the probability for a molecule to switch from the
LS to the HS state, PisaHs» is constant and is related to the
intensity of irradiation as in the low-temperature region the
probability for a thermal LS to HS transition is negligible,

Ea_Kpi)

Pi{sHLs=k0 CXP(— T
B

PiS—>HS = w, (1)

where k is a scaling factor, E, is the activation energy in the
absence of interactions, which is therefore the same for all
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FIG. 1. (Color online) Model of the 2D hexagonal lattice con-
sidered in the simulation and the way that external pressure acts on
edge and corner particles.

molecules, T is the temperature, p; the local pressure acting
on the ith molecule, k a scaling constant that establishes to
which extent the local pressure influences the relaxation
probability, kp the Boltzmann constant set here equal to unity
while w is a term proportional to the irradiation intensity and
the absorption cross section at the irradiation wavelength.

The local pressure for a given molecule is calculated in a
local mean-field approximation as the sum of forces per unit
area applied to that molecule by all neighboring springs (six
for inside molecules, four for edge molecules, and three for
corner molecules),

pi= E

nearest neighbors

kéx;+p, (2)

where k is the spring constant divided by unit area and p is
the external pressure that replaces every missing spring in
the case of edge molecules and is perpendicular to the lattice.
As we have stated above, the local pressure can be different
for every molecule, influencing the HS to LS switching prob-
ability (see Fig. 2). Neither state is favored if the local pres-
sure is zero [Figs. 2(a) and 2(b)]. If the springs near a HS
molecule are elongated [Fig. 2(c)], then they will act toward
increasing the molecular volume, so the probability that this
molecule passes to the smaller volume LS state is lower. This
corresponds to a negative local pressure in the probability
Pjis s Reversely, if the springs near a HS molecule are
compressed, the probability that the molecule passes to the
LS state is higher [positive local pressure, Fig. 2(d)].

The temporal evolution of the system is simulated follow-
ing a standard Monte Carlo algorithm. (i) In a sequential
process, we check every molecule in the system to verify
whether it switches or not by first calculating its state-
dependent switching probability and then generating a ran-
dom number 7 e (0,1). If this number is smaller than the
probability then the molecule is allowed to change its state,
otherwise it stays in the same state. A Monte Carlo step is
concluded when all molecules in the system have been
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FIG. 2. (Color online) Possible situations for a central molecule
and its nearest neighbors: (a) all molecules in the HS state and no
local pressure acting on the central molecule, (b) all molecules in
the LS state and no local pressure acting on the central molecule,
(c) a negative local pressure acting on the central HS molecule, and
(d) a positive local pressure acting on the HS central molecule. In
all presented situations the mechanical equilibrium condition is re-
spected. The external red full lines hexagon corresponds to the equi-
librium positions when all molecules are HS while the dotted blue
hexagon corresponds to the equilibrium position when all molecules
are LS.

checked once. (ii) As a state change in a molecule results in
a volume change in the molecular sphere around 10% instan-
taneous forces will appear inside neighboring springs that
will determine at first the shift in position of neighbor mol-
ecules and then progressively of all other molecules in the
system. The molecules stop moving when all of them are in
mechanical equilibrium, i.e., the resulting force on every
molecule is zero (2,iehpour springsk OX;+p=0, where j is the
pressure force taken into account only for edge molecules).

In order to find the equilibrium positions for all molecules
in the system after every Monte Carlo step, we consider that
each molecule has a damped oscillatory-type motion. The
equilibrium nuclear configuration is then found by iteratively
solving the following system of 2Xn coupled differential
equations (n being the number of molecules),

dzxi d.xl'
m? = wT ME

&y, dy; )
m? - Fyi B Mz ’

until the equilibrium is established as mentioned previously.
The following notations have been used: x;, y; are the Car-
tesian coordinates of molecule i, u is the damping constant,
and F,;, F,; are the algebraic sums of forces acting on par-
ticle i in the two directions. The system of equations is
solved using the DIVPAG routine for stiff ordinal differential
equations from the IMSL Math Library based on the Gear’s
BDF (Backward Differentiation Formulas) method.?? A short
discussion about the effect of the damping parameter on the
equilibrium is presented in Appendix.

In the simulations presented below, the size of the system
has been chosen large enough (from 2791 to 30 313 mol-
ecules) in order to minimize the size and edge effects typical
for open boundary systems.??

III. RESULTS AND DISCUSSIONS

Photoexcitation curves calculated in the framework of the
present model for different light intensities are presented in
Fig. 3. The photoexcitation curves are close to single expo-
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FIG. 3. (Color online) Photoexcitation curves in the presence of
relaxation for various values of the irradiation intensity w. The sig-
moidal shape of the photoexcitation curve for lower values of the
intensity (w=0.04) is the effect of the competition between relax-
ation and photoexcitation. The other parameters are: E,=400 K,
T=50 K, k=1000, p=0.01, k=1 N/m, and u=1 N s/m.

nential if the irradiation intensity is high such that the exci-
tation rate is higher than the relaxation rate. The photoexci-
tation time in this case is directly proportional to the
intensity and the final metastable HS fraction obtained is
close to saturation. If the light intensity decreases, then the
role played by relaxation becomes significant: the sample
cannot be saturated anymore and a steady state is established
at lower values of the HS fraction. For even lower intensi-
ties, the photoexcitation curve changes into a sigmoidal
shape. This shape is obtained here not because of some pos-
sible cooperative effects intrinsic to the photoexcitation or to
some variations in the quantum efficiency with the HS
fraction,”>3* but it can be simply understood only on the
basis of the self-accelerated character of the cooperative
HS — LS relaxation.”>*3¢ Ag in the classical mean-field ap-
proach, the effect of the relaxation is most prominent at low
values of the HS fraction, where the actual relaxation rate
constant is largest. If the irradiation intensity is lower than a
threshold value, then the excitation is not sufficiently fast to
overcome the relaxation, so the photoexcitation levels off at
a steady-state value of the HS fraction close to zero. As the
steady state is not an equilibrium state, there are fluctuations
of and the configuration of the system changes at every
Monte Carlo step.

In a recent paper, we showed that during the HS—LS
relaxation process, clusters form starting from the edges of
the system, whereas during the thermal transition clusters
grow from corners for both the present model®’ as well as
molecular-dynamics models.*® The existence of HS and LS
domain nucleation processes has been confirmed experimen-
tally by x-ray diffraction®>*? and by optical microscopy.*'*+?
In Fig. 4 we present snapshots of the system for three differ-
ent values of the irradiation intensity each taken at a HS
fraction equal to 0.2 on the respective excitation curve. If the
photoexcitation intensity is high enough (Fig. 4, left), then
no clusters are formed and the molecules switch from the LS
to the HS state independently of each other, as the random
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FIG. 4. (Color online) Snapshots at a HS fraction of 0.2 during
photoexcitation at different irradiation intensities: at high intensity
(left, @=0.2) no cluster are formed; at medium intensity just high
enough to overcome the relaxation (middle, @=0.04) the photoex-
citation starts from corners and edges; and low intensity that creates
a steady state under continuous irradiation (right, ®=0.02) cluster
form mainly at corners. Yellow circles correspond to LS sites and
black circles to HS sites.

character of the light-induced process tends to destroy the
correlations inside the sample, which otherwise spontane-
ously buildup during relaxation.'® This situation corresponds
to the mean-field behavior. In the case of a lower intensity
(Fig. 4, middle), when the competition between photoexcita-
tion and relaxation is effective, deviations from the mean-
field behavior are observed and the buildup of correlations
results in nonrandom distributions of HS and LS molecules.
Consequently, HS clusters created by nucleation and growth
phenomena can be detected starting from borders. Finally if
the intensity is so low that it can no longer overcome the
relaxation (Fig. 4, right), a steady state under continuous
irradiation establishes itself and HS clusters occupy the cor-
ners. This situation is different compared to the HS—LS
relaxation in the dark, for which clusters preferentially form
from edges and not necessarily from corners.??

It is interesting to compare our results obtained for an
open boundary lattice of spring-connected molecules with
those for a periodic system with analogous interactions in-
duced by local elastic distortions.?” In both systems, thresh-
old phenomena occur and the change in the shape of photo-
excitation curves with irradiation intensity is similar.
However, in the periodic systems no visible clusters are ob-
served even for highly interacting molecules.?’

For some intermediate values of light intensity and at a
temperature where the relaxation is in competition with the
excitation, a bistability under continuous irradiation can be
observed, which is a direct consequence of the cooperative
relaxation that determines also the sigmoidal photoexcitation
curves. Depending on the initial configuration of the system,
one or the other of the two steady states is obtained: the
lower one if at the starting point the system is purely in the
LS state and the higher one if we start from the pure HS
state. If the initial state of the system is in between the two
steady states, then the system relaxes toward one of these
states, depending on whether the departure point is below or
above the bifurcation point. Figure 5 shows that for a small
system (2791 molecules) the comparatively large fluctuations
direct the system quite quickly toward one of its steady
states. For larger systems (30 313 molecules) the relaxation
time becomes longer as shown in the inset of Fig. 5. This
dependence is similar to that observed for the bidimensional
system treated by Miyashita et al.?’ using molecular dynam-
ics. These authors showed that the lifetime of metastable
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FIG. 5. (Color online) Bistability at low temperature: depending
on the starting point, one of the two steady states can be obtained.
Curves were obtained for a system (a) of 2791 molecule and (b) of
30 313 molecules. The inset of panel (b) shows the initial stage of
the evolution at an enlarged scale. The broken line starting from a
random distribution near the bifurcation point starts with an increas-
ing HS fraction but nevertheless converges to the lower branch of
the steady-state HS fraction. The photoexcitation rate is w=0.02
and all the others parameters are those given in the caption of
Fig. 3.

states increases exponentially with the size of the system and
contrasts with the case of short-range interaction models, in
which local nucleation takes place.** The so-called phase
separation phenomenon associated with inhomogeneities in-
side samples can be identified by the presence of some er-
ratic bumps in the asymptotic branches of the curves under
photoexcitation. Such inhomogeneities were previously ob-
served experimentally'?3* and can occur spontaneously, ei-
ther due to the thermal fluctuations or resulting from an in-
homogeneous thermal or optical treatment of the sample.

A seemingly paradoxical evolution of the HS fraction is
put in evidence in the inset of Fig. 5(b): after starting from a
point with a random configuration and situated near the bi-
furcation point, it initially increases, until the system finds an
appropriate internal order and then decreases until it reaches
the lower branch of the steady-state HS fraction. Indeed, this
evolution is in line with several hitherto difficult to under-
stand experimental effects under continuous irradiation ob-
served previously by Varret et al.'*

A direct consequence of the light-induced bistability is the
presence of several types of hysteresis behavior under con-
tinuous irradiation, the most important of which is the
LITH.'?1444 At low temperatures the relaxation is slow so
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FIG. 6. (Color online) Light-induced thermal hysteresis: (a) de-
pendence on temperature sweep rate, (b) irradiation intensity, and
(c) interaction strength. The other system parameters are those
specified in Fig. 3.

the photoexcitation dominates and the complexes are essen-
tially in the HS state while due to the fast relaxation at higher
temperatures complexes will be the LS state. In between,
there is a temperature range in which the two processes com-
pete. If the interactions are weak, only a single photostation-
ary state is established at all times, with a continuously lower
steady state HS fraction for increasing temperatures. Above a
threshold value of the interactions, two steady states can be
obtained as described above. The corresponding hysteresis
loop moves to higher temperature with increasing irradiation
intensity and its width increases with stronger interactions.
As both the relaxation and the photoexcitation are intrinsi-
cally kinetic phenomena, the LITH loops are very sensitive
to the temperature sweep rate.

The dependence of the LITH curves on the various pa-
rameters can be reproduced within the framework of the
present model and are summarized in Fig. 6. Of particular
and practical importance for the experimentalist is the tem-
perature sweep rate. As demonstrated by Fig. 6(a), very
small and often prohibitively small values of the temperature
sweep rates have to be chosen in order to approach the
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FIG. 7. (Color online) Evolution of the system from LS to HS
on the descending branch of the LITH at nyg=0.15, 0.35, and 0.6
(on the left top to bottom): HS clusters start from corners. Evolution
of the system from HS to LS on the ascending branch of the LITH
at nyg=0.85, 0.7, and 0.4 (on the right top to bottom): LS clusters
start from edges, not necessary from corners. Yellow circles corre-
spond to LS sites and black circles to HS sites

steady-state LITH. Even moderate temperature sweep rates
quickly result in a kinetic broadening of the LITH. This can
be somewhat remedied by using higher irradiation intensi-
ties, which shift the LITH toward higher temperatures where
the relaxation processes are faster. However, the shift is big-
ger for the lower temperature branch, and consequently the
width of LITH decreases with increasing irradiation inten-
sity, at the critical value the LITH is expected to disappear.
This is shown in Fig. 6(b). Finally the dependence of the
width of the LITH on the interaction strength is demon-
strated in Fig. 6(c).

Figure 7 shows the evolution of the HS and LS molecules
along both branches of the black reference LITH of Fig. 6.
For both branches, clustering is observed. For the descending
branch (Fig. 7, left panel) HS clusters start to form from
corners, as is also the case for low-temperature irradiation,
whereas for the ascending branch, the LS clusters start from
edges, similar to the HS — LS relaxation in the dark at low
temperatures. It was pointed out that the clusters could start
from the corners even for the ascending branch if consider-
ing the LS to HS relaxation, together with a very high irra-
diation intensity, that would bring the LITH close to the ther-
mal transition.*

An important challenge for experimental relaxation
curves in strongly cooperative systems is to obtain a fully
saturated state at the beginning of the experiment, that is,
when the light is switched off. Incomplete photoexcitation,
unless carefully engineered on purpose by the proper choice
of irradiation conditions,'® can produce inhomogeneities in
the distribution of the light-induced HS state. These distribu-
tions are responsible for a faster start of the relaxation, which
smears out the characteristic sigmoidal shape of the relax-
ation curves in strongly cooperative systems. In extremis,
they result in a shape of a stretched exponential,** thus hid-
ing the characteristics of the cooperative relaxation. Even a
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FIG. 8. (Color online) HS— LS relaxation curves for complete
excitation (thick line) and from incomplete photoexcitation with an
initial random distribution: the sigmoidal shape slowly becomes
less pronounced as the initial HS fraction decreases. For direct com-
parison the curves for partial relaxation are also shown shifted so
that the initial value coincides with the value of the full relaxation
curve (dotted lines).

homogeneous but incomplete photoexcitation can lead to an
incorrect evaluation of the parameters governing the relax-
ation.

In Fig. 8 we present relaxation curves from different ho-
mogenous partial photoexcited states for a strongly coopera-
tive system. Obviously, starting at a given HS fraction, with
a completely random distribution of HS and LS molecules
will result in a different relaxation curve than the one ob-
tained for the same HS fraction, when starting after complete
photoexcitation. The dotted lines in Fig. 8 correspond to re-
laxation curves displaced along the time axis. Whereas the
curves starting at high HS fraction still present a sigmoidal
shape, relaxation curves for nyg<<0.5 invariably start at a
faster rate than observed for the full relaxation curve at the
same HS fraction. As we have previously shown,?* domains
buildup during the relaxation and this will determine a non-
random configuration as the relaxation proceeds. In fact, the
initial slope for all relaxation curves must be identical to the
slope obtained in the frame of a mean-field model. The re-
sults are similar as those provided by Monte Carlo simula-
tions including both nearest-neighbors and long-range inter-
actions and are in concordance with experimental data.'®

Very often in practical applications the initial partial pho-
toexcited state is not homogenous, for instance, because of a
variation in the absorption cross section at different irradia-
tion wavelengths or a gradient in irradiation intensity, or for
polycrystalline samples because of a size distribution and
problems associated with the penetration depth of the light.
In the most common situation this results in gradients of the
HS fraction within the sample, with a higher concentration in
the front part of the sample. In Fig. 9, we illustrate the dif-
ferences between the relaxation curves for the two extreme
cases, that is for a partial but homogeneous population of the
light-induced HS state and for a steplike distribution with
one domain fully excited and the other one in the LS state,
and for an exponentially decreasing light-induced HS frac-
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FIG. 9. (Color online) HS —LS relaxation curves after partial
but perfectly homogeneous and nonhomogeneous photoexcitation.
The latter is once shown with a gradient across the crystal and with
a sharp frontier. All parameters are taken as the standard values
given in the caption of Fig. 3.

tion across the sample from front to rear. For all three curves
the mean initial HS fraction is identical at nyg=0.48. If the
initial state has a steplike distribution, then the subsequent
relaxation shape is still sigmoidal and close to that obtained
from a complete photoexcited state except that it starts at a
lower initial value. In contrast, the relaxation curve is much
closer to single exponential when starting from a homog-
enous photoexcited state as already shown in Fig. 8. Al-
though not single exponential, almost all the sigmoidal char-
acter is lost for a partial excitation with a realistic initial
concentration gradient across the sample. Indeed, the results
of the simulations on the basis of the simple model of
mechanoelastic interaction solved exactly by the Monte
Carlo procedure are confirmed by the experimental results
obtained previously for the [FeqsZn, s(btr),(NCS),]H,0
compound.?

IV. CONCLUSIONS

In this paper we have shown that the mechanoelastic
model can be successfully applied to the characterization of
various experimental phenomena observed in spin-crossover
complexes under light irradiation. Especially the essential
features of the phenomena of bistability and hysteresis be-
havior, important for their possible applications as full opti-
cal memories, are well reproduced with the simple model. A
comparison with other models is presented and, in particular,
it is shown that the present model is more powerful than
mean-field models that cannot reproduce clusters, or than
typical Ising-type models that usually need two a priori not
known interaction parameters, instead of a single one as in
the present approach. In the future we shall deal with a 3D
model, able to reproduce the complex behavior of other im-
portant classes of spin-crossover complexes and for direct
application to nanoparticles, which are currently being
investigated experimentally by several research groups.>*46
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FIG. 10. (Color online) (a) Regardless of the spring constant value (if this value is not too small) the molecules arrive always at the same
position after a Monte Carlo step but the path to mechanical equilibrium is different. (b) The time it takes for the equilibrium position to be
established depends on the spring constant; if this constant is too big, more steps in solving the differential equations are necessary. (c) If the
spring constant is too small, then the system enters into an uncontrolled oscillatory motion.
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APPENDIX

The choice of the damping constant is essential for the
appropriate determination of the equilibrium positions of the
molecules in the system. The final position of the molecules

after solving the system of differential Eq. (3) is the same,
regardless of the value of the damping constant. However,
the way this final position is established depends on the
damping constant: for small values of a given molecule ef-
fectuates an oscillatory motion with the amplitude quickly
decreasing to zero (underdamped regime); for somewhat
higher values the system converges to the equilibrium with-
out oscillating, while for higher damping constants, the equi-
librium is still obtained but after a very long time (over-
damped regime).*’ This case is not favorable for simulations,
as it will need more computing time. On the opposite, if the
damping constant is too small, the system enters into an un-
controlled oscillatory motion that finally will destroy the
hexagonal shape (Fig. 10).
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